
MINIMAL RISK: CODE OF CONDUCT

UNACCEPTABLE RISK: PROHIBITED

HIGH RISK: VARIOUS REQUIREMENTS

LIMITED RISK: TRANSPARENCY

RISK LEVELS EXAMPLES OF SYSTEMS

Manipulative and exploitative systems, social scoring, emotion
recognition, remote biometric identifications in public (exeptions)

Biometric categorisation, justice, acces to education or employment,
migration, essential services, subject to existing rules (e.g. toys)

Systems that interact directly with citizens such as chatbots or image,
audio or text generators and deepfakes 

AI- enabled video games, spam filters

UNACCEPTABLE
RISK

HIGH RISK

LIMITED RISK

MINIMAL RISK

AI systems that pose a clear threat
to safety, livelihoods, and rights.
These are prohibited outright by the
AI Act.

AI systems used in critical
infrastructure, private and public
services, including those that are a
safety component or a product
under EU legislation (Annex 2), as
well as standalone systems with
broad applications (Annex 3).

AI systems that interact with
individuals requiring transparency so
users understand they are engaging
with AI.

AI systems that pose little to no risk
and are free to use without specific
compliance obligations under the AI
Act.

Prohibition to place on the market.

Declaration of conformity, CE
marking, registration in the EU
database, risk assessment, data
quality, documentation,
transparency, human oversight, and
accuracy.

Obligation to inform users that the
content was generated by AI.

Voluntary application of codes of
conduct.

6 months after publication.

24 months after publication or 36
months for Annex 2 systems already
under EU legislation. 

24 months after publication.

Immediate.

EU AI ACT: A RISK BASED APPROACH
Understanding risks and compliance 
The EU AI Act pioneers a regulatory landscape where technology meets
accountability. It distinguishes between varying levels of risk associated with AI
applications, establishing a clear framework for entities across the board. Stay
informed and proactive to ensure that your AI strategies remain aligned with the
EU's vision for a future where technology is both progressive and principled.
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